
Problem Set 2

Spectral clustering and community detection

1. Let B be a n×n real matrix and ε ∈ (0, 1/2). Then, for any ε-net N of Sn−1 = {x ∈ Rn : ‖x‖2 = 1}, we have

‖B‖ := sup
x,y∈Sn−1

〈x,By〉 ≤ 1

1− 2ε
· max
x,y∈N

〈x,By〉.

2. (a) Let X be a mean zero bounded random variable and let Y be an independent copy of X. For θ ∈ R,
show that

E[eθX ] ≤ E[eθ(X−Y )].

(b) Let η be an independent symmetric Bernoulli, i.e, P(η = +1) = P(η = −1) = 1/2. Use

(i) X − Y d
= η(X − Y )

(ii) 1
2 (ex + e−x) ≤ ex2/2, x ∈ R to show that

E[eθ(X−Y )] ≤ E[eθ
2(X−Y )2/2].

(c) Let B be an n×n (non-symmetric) matrix such that the entries are independent, mean zero, and |Bij | ≤ 1
for all i, j. Prove that for any x, y ∈ Rn with ‖x‖2 = ‖y‖2 = 1 and for any θ ∈ R,

E[eθ〈x,By〉] ≤ e2θ
2

.

(d) Use part (c) to conclude that for any u > 0,

P
(
〈x,By〉 ≥ u

)
≤ e−u

2/8.

3. (a) Let Wk be the number of walks on Z = {0,±1,±2, . . .} of length 2k starting and ending at 0, i.e.,

Wk = #
{

(S0, S1, . . . , S2k) : S0 = S2k = 0, |Si+1 − Si| = 1 for each i
}
.

Argue that Wk =
(
2k
k

)
.

(b) Let Bk be the number of walks on Z of length 2k which starts at 0 and also ends at 0 and touches (or
cross) −1 in between. Argue that Bk =

(
2k
k−1
)
.

[Hint. Let (0, S0), (1, S1), . . . , (2k, S2k) be the graph of such a walk in Z2. Flip the portion of the graph
across the line y = −1 from the time it first hits −1. ]

(c) Let Ck be the number of walks on Z of length 2k which starts and ends at 0 and always stay at or above
0 in between. Show that

Ck =
1

k + 1

(
2k

k

)
.

(d) Let d ≥ 2 be an integer. Consider the infinite d-ary tree. Show that the total number of walks of length
2k on the vertices of this tree which starts and ends at the root is

Rk(d) =
1

k + 1

(
2k

k

)
dk.

(e) Argue that limk→∞Rk(d)1/2k = 2
√
d.

1



(f)∗ Suppose now that in the infinite tree, the root has D children (D > d) and the rest of vertices have d

children as before. Let R̃k(d,D) be the total number of walks of length 2k in the modified tree starting
and ending at the root. Show that

Dk ≤ R̃k(d,D) ≤ Dk(1 + 4d/D)k.

Therefore, √
D ≤ lim inf

k→∞
R̃k(d,D)1/2k ≤ lim sup

k→∞
R̃k(d,D)1/2k ≤

√
D(1 + 4d/D)1/2.

This implies that if D is very large compared to d, then R̃k(d,D) grows like Dk, which shows that a
single large degree vertex can have enormous effect on the total number of walks.

4. Let B be the non-backtracking matrix of graph G with n vertices and m edges.

(a) Show that for any two edges (x, y) and (u, v) of G,

(Bt)x→y,u→v = By→x,v→u.

Let P be the 2m× 2m matrix of size with its rows and columns indexed by directed edges such that

Px→y,u→v = 1{u=y,x=v}.

Show that P t = P and P 2 = I. Argue that Bt = PBP and consequently, (Bk)t = PBkP for any integer
k ≥ 1.

(b) Assume that the minimum degree of G is at least 2. Show that B has n singular values deg(v)−1, v ∈ V
and its other 2m− n singular values are 1.

[Hint: BBt is a block-diagonal matrix.]

5. (Kesten-Stigum bound) Consider the two-type Galton-Watson tree as discussed in the lecture.

• The root o is colored red or blue with probability 1/2.

• Recursively, each vertex gives birth to Poi(a/2) many vertices of the same color and a Poi(b/2) many
vertices of the opposite color. Assume that a > b > 0.

• For each vertex v, assign label σv = +1 or −1 depending on whether the color of v is red or blue
respectively.

(a) Argue that the distribution of the above labeled tree is same as follows:
Set d = (a+ b)/2 and ε = b/(a+ b). Consider a Galton-Watson tree with Poi(d) offspring distribution.
Let σo, the label of the root, be ±1 with equal probability 1/2. Given the label of a parent, each of its
children gets the same label of the parent with probability 1 − ε and opposite label with probability ε,
independently of others.

[Hint: the following fact (known as Poisson splitting) may be useful. Suppose we have N balls where
N ∼ Poi(λ). Color each ball independently red or blue with probability p and 1−p. Let N1 and N2 be the
number of red and blue balls respectively (N = N1 +N2). Then N1 ∼ Poi(λp) and N2 ∼ Poi(λ(1− p)).
Moreover, N1 and N2 are independent.]

(b) Let Fn be the set of vertices at depth n of the tree from the root. Set θ = 1− 2ε. Define

Sn :=
1

(dθ)n

∑
v∈Fn

σn.

Show that E[Sn|σ0] = σ0 for all n ≥ 1.

(c) Show that

var(Sn)→
{ 1

1−(dθ2)−1 if dθ2 > 1

+∞ if dθ2 ≤ 1.
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(d) Conclude that there exists a positive constant c = c(a, b) > 0 such that

corr(Sn, σ0)→
{
c if dθ2 > 1
0 if dθ2 ≤ 1.

Also check that dθ2 > 1 if and only if a−b
2 >

√
d.

In words, above the KS threshold, i.e., when a−b
2 >

√
d, the majority vote of the the labels of the leaves

is asymptotically positively correlated with the label of the root σo. In contrast, the correlation goes to
zero below the KS threshold. In fact, in this case it can be shown that no estimator σ̂ = σ̂(σx, x ∈ Fn)
is asymptotically positively correlated with σo.

6. Let G ∼ G(n, p, q) with p > q where the labels σi are i.i.d. with P(σi = ±1) = 1/2. Let k ≥ 3 be an integer.
Fix k distinct vertices v1, v2, . . . , vk. Show that

P(v1 ∼ v2 ∼ · · · ∼ vk ∼ v1) =

(
p+ q

2

)k
+

(
p− q

2

)k
.
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